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Abstract. Report examines the records and performance of the Mars team in the 

two-dimensional football simulation game.The Mars team began its activities in 

robotics in 2006. This team has developed various algorithms in the ation league 

using the Agent2D base code. In this report, we will discuss part of this team's 

goals in decision-making methods and the player learning system. The algorithm 

discussed in this report is a decision tree that makes the best decision for each 

player using the highest probability and the best training data. 
Keywords: RoboCup · Soccer Simulation 2D · Behavior Predictor. 

1. Introduction 

In this report, we will examine the decision-making structure of the Mars team. 

With the importance of correct decision-making in two-dimensional simulations, the 

use of machine learning-based methods has a significant impact on improving the 

decision-making structure of players. The Mars team has implemented and tested 

various methods to improve this process for years. Among these methods, a 

structure based on neural networks can be mentioned, which this team has used in 

various leagues for many years using this algorithm. Other methods like the CBR 

algorithm have also been used by this team. However, one of the significant concerns 

that have always been problematic in these methods is the speed of learning training 

examples and the ability to classify input data based on training information. This 

report presents a method that trains the decision-making structure in the fastest way 

and enables the classification of input data for players. 

 



2. Decision Tree 

One of the common methods for decision-making in Multi-Agent systems is the use of 

a decision tree. An essential feature of the decision tree is the trainable structure of 

this algorithm. Training examples for this tree can have a significant impact on data 

classification. For efficient and rapid training of the tree, it is crucial that the features 

selected as the main root of the tree are the best choice. We will continue to examine 

the methods of choosing roots in the decision-making structure of one of the players' 

capabilities. 

 

2.1. Selection of Training Features  

In the decision-making structure, the selected features for training the 

algorithm vary for each player's capability. With this presence, one of the 

capabilities was chosen as an example to better examine this algorithm. 

Features are selected as a probabilistic combination of events that affect each 

capability. For example, we will examine the features relevant to passing. 

{distance, path, isgoalkeeper, ispenaltyarea, ...}  

2.2. Main Root Selection 

For selecting the main root in the tree, the most critical feature is the 

calculation of information gain. For this purpose, we examine the impact of 

each feature on increasing the likelihood of establishing a decision tree. In 

each stage of tree growth, this process is repeated for labeling the roots. 
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Fig1: To calculate the Information Gain, we first assess the level of 

entropy for each feature. Entropy is determined by examining the 

ratio of the probability of positive events to negative events. 

 



 

2.3. Classification using training data 

is the most crucial process of the pr oposed algorithm. This process involves 

using training data to form a decision tree and pruning it to provide an appropriate 

algorithm for classifying input data. To enhance the decision-making process, we 

use a fuzzy structure instead of a traditional logical tree. This method allows us to 

classify a larger set of input data with fewer training and testing samples. 

Additionally, the training data can be improved during the execution of the 

algorithm. 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig2. An example of creating a decision tree from hypothetical training data. 

 

 

In the decision tree that has been populated with hypothetical data, the acceptable 

sequences for making a decision are as follows: 

 

 

 
• (distance < 20) ∧ (isgoalkeeper = false) ∧ (path = clear) ∧ (ispenaltyarea = true) = 0.9  

• (distance < 20) ∧ (isgoalkeeper = false) ∧ (path = clear) ∧ (ispenaltyarea = false) = 0.8  

• (distance < 20) ∧ (isgoalkeeper = false) ∧ (path = Busy) = 0.1 

 
Fig3. Decision Tree Rules With the rule derived from our tree 

 

 

 

 

 



 

 

we can classify the input data. There are various methods for classifying data, and 

depending on our tree's output model (fuzzy), we chose the KNN method. In this 

method, each input data receives its weight in the decision tree according to the 

training data and due to the limited training data and the variety of situations that 

arise in the game. After weighting, the input sample is matched with similar training 

data using the KNN method. The combination of these two algorithms for classification 

is used solely for the purpose of overlapping the limited training data. Here, if the 

training sample matches the input data perfectly, the data is placed in its category, 

otherwise, it is assigned to the nearest category using KNN. 

 

2.4. Pruning the Decision Tree 

One of the main problems in decision trees is Overfitting, which we address in this 
section using test data in conjunction with training data. This process continues 
until the tree grows normally and prevents over-complication, during which 
irrelevant training data are removed. 

 
3. Results 

Conclusion Using the decision tree in our simulation examples, we have improved 
significantly in terms of speed in learning from training examples. In addition to 
speed improvement, another notable aspect is the high flexibility of this algorithm 
in unknown situations. As a result, in the experimental model, we achieved a better 
output than the previous decision-making method (neural network). The current 
algorithm is in the process of being fully implemented and collecting a complete 
set of training samples. 
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